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Abstract—This paper presents a new strategy to counter camouflage by capturing (one more) additional images of same scene. The strategy is based on a technique we call 'two-light photometric stereo', which can remove disruptive reflectance from lumiance images to generate synthetically shaded images related only to surface shape information. It becomes easier to perceive concealed information from virtually shaded images free from the effects of a confusing reflectance texture. Various rendered images, corresponding to different synthetic illumination configurations are generated to offer an improved visualization, countering the effects of camouflage. Experiments results are presented using scenes possessing different conventionally 'difficult' back and foreground camouflage. The results verify that the proposed low-cost and robust technique may be used for perception research, security and military applications. Future work will extend the method to more challenging objects in outdoor environments.

Index Terms—Photometric stereo, camouflage, reflectance image, light source, rendered image.

I. INTRODUCTION

Optical deception is a main form of camouflage that provides a method of concealment, by obscuring the signature of an object, allowing otherwise visible objects, for example personnel or military objects, to become indiscernible from the surrounding environment [1], [2]. Evolutionary competition has led to natural organisms with concealing coloration and even the ability to vary reflectance characteristics such that light is absorbed selectively giving an appearance characterized by reflected light, blended with the surroundings. In modern military situations, the deployment of clothing with disruptive colored patterns and the use of painted organic designs on vehicles, ships, aircraft and buildings, have become essential to ensure potential targets blend-in with their environment.

Contrary to modern camouflage techniques, which have become very well understood and well developed, little research has been undertaken on counter camouflage techniques aimed at breaking down visual concealment, even though there are obvious implications and significant potential benefits for military applications. Infrared multispectral or hyper-spectral sensing methods have been tried. These assume the existence of a distinguishable difference in the spectral characteristic between the target and background [3]. However, frequent false alarms may occur due to the spectral variation of the background. Extra information is needed to improve the performance of spectral based techniques before they can be reliably deployed in reality [4]. As opposed to making use of expensive sensing elements and/or making assumptions regarding any spectra differences between background and targets, other work has employed conventional Imaging to detect targets by using image enhancement techniques. Tankus et al. developed a convexity-based camouflage breaking technique from Thayer’s principle of counter-shading [5]. Bhajantri et al. employed co-occurrence matrix based texture features to detect defective regions (where the obscured target is thought of as a camouflage ‘defect’) by a cluster analysis method [6]. By detecting the data difference of successive frames, Huang et al. enhanced those pixels with high probability of spatial and intensity density [7]. The above image enhancement methods attempt to reveal interesting targets based on using lumiance images only, which is similar to most image processing or computer vision research where the lumiance images are input as the information source. When the scene being observed is not complex, i.e. the variations in reflectance are small and sparse, and the shape of the target(s) of interest is smooth across the whole area, the lumiance image can be approximated by a shaded image with uniform reflectance. So the shape of the target(s) can be inferred from the gradient or other operators performed on the lumiance image(s). However it will be very difficult to deduce the scene through only a single lumiance image when the target is deliberately obscured with some disruptive textured patterns or structures, as for example in the case of the natural or artificial camouflage techniques mentioned above.

To improve the capability of counter camouflage techniques, we desire to first remove the confusing reflectance used to conceal hidden objects. In this paper a novel two light source photometric stereo method, which needs only one image more than tradition image based counter camouflage strategies, is proposed. By taking advantage of this single additional image, scene reflectance can be effectively removed from the lumiance image, dramatically improving the perceived visibility of concealed objects.

II. METHOD

A. Image Formation

The perceived lumiance of Lambertian surfaces is a combination of external and internal factors. Extrinsic factors may include external illumination conditions and imaging sensor performance, which can be modelled or simplified through a prior knowledge concerning physical properties, e.g. relating to manufacture/construction of the imaging and illumination system, or by testing/calibration. Another group of factors known as intrinsic factors include reflectance features and the 3D shape of the object(s) in the imaged scene. These factors concern the physical properties of the object and mainly determine the appearance of an object [8], [9].
The image intensity at each pixel is combined by a reflectance image and a shading image [10]. The shading image is the product of the incident light and the shape of the object. So a simplified equation of image formation can be written as:

\[ I(m,n) = r(m,n)N(m,n)^T \]  

(1)

where \( I \) and \( r \) are the intensity and reflectance of the pixel \((m,n)\), \( \vec{I}_1: (l_x, l_y, l_z) \) and \( \vec{N}: (N_x, N_y, N_z) \) are two unit column vectors representing the incidence direction and the surface normal, superscript \( T \) represents the transpose of a vector.

In cases where the scene is simple and involves no camouflaged, the reflectance image \( r \) may be approximated by a constant map. Here the luminance image perceived by a sensor, or the human eye, can be approximated by the shaded image from which the shape of an object is easily recoverable using a ‘shape from shading’ method [11]. On the other hand, when the reflectance is not simple and cannot be approximated by a constant map, there are few systems able to decompose the shading image from one luminance image without additional information or assumptions being provided.

B. Two-light Photometric Stereo for Counter Camouflage

The photometric stereo technique has proved to be an effective solution for the recovery of surface shape, even when there are variable textures present on the imaged surfaces. As known from equation (1), the technique involves at least three luminance images acquired under different illumination conditions taken from the same viewpoint to recover both reflectance and surface shape. However, these minimum three light sources required sometimes limit the application of the technique. Considering the main task of any counter camouflage application is only to get rid of, but not recover the reflectance disruption from the background, a novel strategy employing only two lights has been developed for this purpose.

Fig. 1 shows two lights located on either side of a camera where their incident directions are represented as \( \vec{l}_1: (l^1_x, 0, l^1_z) \) and \( \vec{l}_2: (l^2_x, 0, l^2_z) \) respectively. Both light sources are in the XOZ plane of the optical coordinate system.

So we can obtain two equations from the two light sources according to (1):

\[ I_1 = r(l^1_x N_x + l^1_z N_z) \]  

(2)

\[ I_2 = r(l^2_x N_x + l^2_z N_z) \]  

(3)

Dividing (3) by (2), the reflectance effects can be cancelled out. In addition, the gradient in the \( x \) direction can be obtained as:

\[ G_x = N_x / N_z = (I_2 l^1_x - I_1 l^2_x) / (I_1 l^2_z - I_2 l^1_z) \]  

(4)

According to a phenomenological model of a surface which reflects an equal amount of light in all directions [12], the rendered shaded images can be represented by:

\[ S(m,n) = r(l^1_x G_x + l^2_x G_z + l^2) \]  

(5)

If a virtual light condition is set to the case: \( \vec{l}_1: (l^1_x, 0, l^1_z) \) and uniform reflectance is represented by a constant value of \( C \), the shaded images can be modeled as:

\[ S_I(m,n) = C(l^1_x G_x + l^2_x G_z) \]  

(6)

Therefore luminance images are able to be produced even with an absence of gradient information in another direction. From the experimental results we will show that the rendered images obtained in this way are remarkably convincing. The two lights can be located on either side of a camera so that the reflectance effects can be cancelled out effectively by dividing two images. In addition, a virtual light condition is able to set for producing various shaded images to make the visualization flexible.

C. Robustness Analysis

In order to understand the proposed technique and be in a position to make a working practical system, the uncertainty of the two-light photometric stereo method is investigated analytically. As the sensor used to capture all images is the same, the type and amount of noise in the two acquired images should be similar, i.e. they can be approximated by a distribution of mean zero and of the same variance, i.e. \( \Delta l_1 = \Delta l_2 = \sigma^2 \). From equation (4), the uncertainty of the system is represented by that of the recovered gradient, i.e.

\[ \Delta G_x = |(l^1_x l^2_z - l^2_x l^1_z)(I_1 + I_2)(l^1_x l^2_z - l^2_x l^1_z))| \sigma^2 \]  

(7)

From the expression in (7), it can be generally summarized that the two lights should not be located very close to each other. Otherwise the similarity of the two images will become small, which may make the denominator smaller and so the system unstable. For the convenience of analysis, we will simply examine the following two special cases: firstly with lights distributed symmetrically about the optical axis and secondly with one light co-located with the camera optical axis.

1) Two lights distributed symmetrically along the \( x \) axis of the system, i.e. \( l^1_x = -l^2_x = l^x \) and \( l^1_z = l^2_z = l^z \), so

\[ \Delta G_x = |2 l^x l^z (I_1 + I_2))| \sigma^2 \]  

(8)

Thus, the uncertainty of the system will be determined by the ratio of \( |l^z/l^x| \) and the sum of the image intensities \( (I_1 + I_2) \).
2) One light has same direction as that of viewer, i.e. \( l_1^x = 0 \) and \( l_2^z = 1 \), so

\[
\Delta G_x = \left| (I_1 + I_2)/l_2^z l_1^x \right|^2 \sigma^2
\]  

Therefore, the uncertainty of the system has nothing to do with the location of the first light, which is co-located with the optical axis, as long as \( l_2^z \) is not too small.

III. EXPERIMENTS

The effectiveness of the proposed two-light photometric stereo technique is evaluated on several real scenes. The results obtained using conventional three-light photometric stereo are also presented as a reference. The robustness of the two-light photometric stereo in counter camouflage is assessed through varying the lighting from a known position.

The imaging system is built using standard off-the-shelf components, and consists of an AVT Marlin camera (F146C) matched with a compact Schneider XNP 1.4/17 high-resolution lens and three Canon flash guns (430 EX). The targets are static scale models with dimensions of 0.5mx0.4m. The targets are either painted with a camouflage pattern or covered with scaled down camouflage nettings. The background is comprised of flat areas painted with a similar camouflage pattern or contains different artificial foliage to simulate an external environment. The targets and background are usually all painted with similar pattern and colour so that they are blended together, as can been see in Fig. 2 (A1), (B1) and (C1).

The first row of Fig. 2. shows the original raw images as acquired by the camera, which also corresponds that perceived by the human eye. The images show how the camouflage effectively conceals the various objects placed in each scene. The second and third rows are rendered or shaded images obtained from using two- and three-light photometric stereo methods respectively. The results show that both two-light and three-light methods are able to remove the

![Fig. 2. Three groups of camouflaged objects (A, B, C) revealed from two- and three-light photometric stereo methods](image)

A. Effectiveness of Two-light Photometric Stereo

Three example groups with different foregrounds and backgrounds are used to examine the effectiveness of the proposed strategy to counter camouflage. The first scene consists of a camouflaged face. The second contains various military models including a replica gun, a flask, grenades and toy soldiers. The third scene consists of model tanks and other military vehicles.
disruptive textures from the surfaces and obtain clean shading pictures of the concealed objects.

It is interesting to note more pigment remaining within the result obtained using the three-light method in Fig. 2 B(3) than that obtained using the two-light method shown in Fig. 2 B(2). This may be caused by the different recovery procedures involved in the two- and three-light methods. Three-light photometric stereo aims to recover both the reflectance and shape information, whereas the two-light method only considers the surface shape information, but cancels out the reflectance information. So a two-light photometric stereo method exhibits good performance in dealing with heavy textures.

B. Robustness to the Location of Lightings

As the estimation of the light position will directly determine the performance in counter camouflage, the following experiment is designed to test the tolerance of the two-light photometric stereo approach to knowledge on the light source positions. This serves to reflect the reality of a practical application in the field. To do this light 1 is fixed to be coincident with the optical axis and light 2 is moved away step by step from its original position by a known distance to the light 1, say $\delta d$ (in Fig. 3).

The working distance of the system is 150cm and with a starting distance of the second light is 140cm. During each step, two results of counter camouflage will be obtained. One is that recovered by a calibrated correct illuminate position and another is from the incorrectly assumed original position. The error of the location of the second light is expressed with in a absolute value $\delta d$ or a relative value of $\varepsilon = \frac{\delta d}{d}$.

Two findings can be made from the results shown in Fig. 4. Firstly the performance of two-light source photometric stereo becomes worse as the two lights move closer, but that importantly the system still works reasonably well, i.e. the concealed objects remain clearly discernable, even when the two lights are approaching coincidence. Secondly, the two-light photometric stereo technique is robust to error in the estimation of the direction of light source. It can be found from the right column of the Fig. 4 that the counter camouflage technique can produce recognizable results even when the error of the lighting position reaches 21%-43%.

IV. DISCUSSION AND CONCLUSIONS

A new counter camouflage strategy based on a two-light photometric stereo technique has been developed in this paper. The technique can be used to alter a perceived luminance image by cancelling out the reflectance image and rendering clear shaded images thereby removing camouflaging reflectance properties from the surface of concealed objects. The rendered images from the recovered gradient information in only one direction can significantly enhance visibility and help to reveal concealed objects.

Although the technique uses as few as two images, it can achieve a better performance than may be obtained using three or more images - as in conventional photometric stereo. Equipment costs are low, the approach works well for cases involving very complex foreground and background properties and exhibits high robustness with respect to knowledge concerning lighting directions. So the lighting estimation does not need to be as accurate as those used in conventional optical metrology methods. All of these aspects
make the implementation of the two-light source photometric stereo method for counter camouflage simple and practical. It has been shown that the illuminates may be located in relative close proximity. The technique therefore lends itself to application as a compact, personal wearable system for operation at close quarters (less that 2m offset) or at a larger scale (over hundreds of meters offset), were the illuminates need to be more widely spaced but where precise illuminate location may and need not be known.

The proposed technique has exhibited promising results in an indoor environment. We intention to design and carry out experiments to investigate application with large scale objects in challenging outdoor environment, where the sun or moon may also be utilized as potential useful light sources.
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