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Abstract—Innovative methods that are user friendly and efficient are needed for retrieval of textual information available on the World Wide Web. The self-organizing map (SOM) is one of the most widely used neural network algorithms. SOM can be used to identify clusters of documents with similar context and content. In this paper, we explore and visualize the Self Organizing Map and discuss how to classify text documents. The paper also portrays the capabilities of SOM in text classification. We also discuss about experiments done using 20 news group dataset.
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I. INTRODUCTION
In the current scenario, browsing for exact information has become very tedious job as the number of electronic documents on the Internet has grown gargantuan and still is growing. It is necessary to classify the documents into categories so that retrieval of documents becomes easy and more efficient. For example, we have enough information to classify News articles of ten years, but it is impossible to see what is going on without mechanical assist such assistance. We try to overcome this difficulty by efficiently organizing, the documents into set of related topics or categories, which enable the user query process, to be precise and optimized.

Basically document classification can be defined as content based assignment of one or more predefined categories or topics to documents ie., collection of words determine the best fit category for this collection of words. The goal of all document classifiers is to assign documents into one or more content categories such as technology, entertainment, sports, politics, etc., Classification of any type of text document is possible, including traditional documents such as memos and reports as well as e-mails, web pages, etc.,

Many techniques have been proposed, such as Principal Component Analysis and Singular Value Decomposition. The results of these techniques are difficult to translate and sometimes often they lose accuracy. To overcome these problems, document vectors based on significant words in each category is adopted. Even vector, based documents are of very high dimension, which causes difficulty in understanding results.

Automatic classification of documents can be done using supervised or unsupervised learning system to overcome some of the difficulties stated above.

A. Supervised Learning
In supervised learning, the classifier for a given input is able to classify it with respect to some kind of classification. For a system to be using supervised learning, a teacher must help the system in its model construction by defining classes and providing positive and negative examples of objects belonging to these classes. The system is then to find out common properties of the different classes, and what separates them, in order to make correct classification for other objects. Supervised document classifiers are commonly referred to as statistical document classifiers because they make use of statistical properties of category features during classification.

B. Unsupervised
This learning technique identifies groups or clusters, of related documents as well as the relationships among them. This approach is commonly referred to as clustering; because this approach eliminates the need for tagged training documents and also does not require a preexisting taxonomy or category structure. However, clustering algorithms are not always good at selecting categories that are intuitive to human users. For this reason, clustering generally works hand-in-hand with the previously described supervised learning.

Kohonen’s Self Organizing Map is an unsupervised learning technique. By using Kohonen’s SOM, we can reduce the dimensionality from a very high dimension data into 2 or 3 dimensional space. This reduction is dimensionality enables us to interpret the results easily and instinctively.

II. DOCUMENT PREPROCESSING
Data preprocessing is a very important and essential phase in an effective document classification. The first part of feature extraction is preprocessing the lexicon and involves removal of stop words, stemming and term weighting [2].

A. Stop Words
This is the first step in preprocessing which will generate a list of terms that describes the document satisfactorily. The document is parsed through to find out the list of all the words. The next process in this step is to reduce the size of the list created by the parsing process, generally using methods of stop words removal and stemming. The stop words...
removal accounts to 20% to 30% of total words counts while the process of stemming reduce the number of terms in the document. Both the process helps in improving the effectiveness and efficiency of text processing as they reduce the indexing file size.

Stop words are removed from each of the document by comparing the with the stop word list. This process reduces the number of words in the document significantly since these stop words are insignificant for search keywords. Stop words can be pre-specified list of words or they can depend on the context of the corpus.

B. Stemming

The next process in phase one after stop word removal is stemming. Stemming is process of linguistic normalization in which the variant forms of a word is reduced to a common form. For example: the word, connect has various forms such as connect, connection, connective, connected, etc., Stemming process reduces all these forms of word to a normalized word connect. Porter’s English stemmer algorithm is used to stem the words for each of the document in our stemming process.

C. Document Representation

A Document is represented by a set of keywords/terms extracted from the document. The collection or union of all set of terms is the set of terms that represents the entire collection and defines a ‘space’ such that each distinct term represents one dimension in that space. Since each document is represented as a set of terms, this space is called “document space” [3].

A term-document matrix can be encoded as a collection of n documents and m terms. An entry in the matrix corresponds to the “weight” of a term in the document; zero means the term has no significance in the document or it simply doesn’t exist in the document. The whole document collection can therefore be seen as a m x n-feature matrix A (with m as the number of documents) where the element $a_{ij}$ represents the frequency of occurrence of feature j in document i. This was of representing the document is called term-frequency method. However the terms that have a large frequency are not necessary more important or have higher discrimination power. So we might, want to weight the terms with respect to the local context, the document or the corpus. The most popular term weighting is the Inverse document frequency, where the term frequency is weighed with respect to the total number of times the term appears in the corpus. There is an extension of this designated the term frequency inverse document frequency (tf-idf). The formulation of tf-idf is given as follows:-

$$W_{ij} = tf_{ij} * \log (N / df_j)$$

where $w_{ij}$ is the weight of the term i in document j, 
$tf_{ij}$ = number of occurrences of term i in document j. 
N is the total number of documents in the corpus, $df_j$ = is the number of documents containing the term i.

The development and understanding of the impact of terms and weights on text data mining methodologies is another area where the statisticians can contribute. The encoding scheme is best explained in the recent work by Berry[4].

Figure below show the term document frequency for the title of the books.

<table>
<thead>
<tr>
<th>Term – Document Matrix</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
<th>D6</th>
<th>D7</th>
<th>D8</th>
<th>D9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crime</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Customer</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Data</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Detection</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Learning</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Machine</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Management</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mastering</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mining</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Relations</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Science</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Techniques</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. Shows a small corpus of 9 book titles; each title is a document. To save space, we are using only italicized words in the document list. The $ij$ –th element of the term-document matrix shows the number of times the $i$th word is repeated in the $j$th document.

D. Dimensionality Reduction

The space in which the document, reside is typically thousands of dimensions or more. Given the collection of documents along with the associated distance matrix, we
would like to find a convenient lower-dimensional space to perform subsequent analysis. This will certainly facilitate clustering or classification. By dimensionality reduction, one can remove noise from data and better apply our statistical data mining methods to discover subtle relationship that might exist between the documents.

1) **Latent Semantic Indexing**

A well known theorem from linear algebra to obtain a set of useful projection via singular value decomposition is the best choice popularly known as latent semantic Indexing (analysis) in the field of text data mining and natural language processing [5].

The singular value decomposition allows us to write the term-document matrix as product of 3 matrices,

$$X = TS^T$$

where $T$ is the matrix of left singular vector, $S$ is the diagonal matrix of singular values, and $D$ is the matrix of right singular vectors. The exact mathematical decomposition is described in detail[6].

2) **Principal Component Analysis**

The principal component analysis is a popular method, which uses eigenvectors from either covariance or correlation matrix to reduce the dimensionality[7]. PCA is used for dimensionality reduction in a dataset by retrieving those characteristics of the dataset that contributes most of its variance; by keeping lower-order principal component and ignoring higher order ones. Such lower order components often contain the “most important” aspect of the data.

### III. DOCUMENT CLUSTERING

This is the second phase of Document classification. In this phase, we describe about the self-organizing map, its network architecture, learning algorithm and tools for visualizing the results.

**A. Self-Organizing map architecture**

SOM learn to classify data without supervision. With this approach an input vector is presented to the network and the output is compared with the target vector. If they differ, the weights of the network are altered slightly to reduce the error in the output. This is repeated many times and with many sets of vector pairs until the network gives the desired output.

The network is created from a 2D lattice of 'nodes', each of which is fully connected to the input layer. Fig.3 shows a very small Kohonen’s network of 4 X 4 nodes connected to the input layer representing a two dimensional vector.

All neurons in the output layer are well connected to adjacent neurons by a neighborhood relation depicting the structure of the map. Generally the output layer can be arranged in rectangular or hexagonal lattice.

### IV. IMPLEMENTATION

A SOM was used to cluster the input vectors from the preprocessed documents. The SOM is an algorithm used to visualize and interpret large high-dimensional data sets. The map consists of regular grid of processing units, neurons. A document of some multidimensional observations, eventually a vector consisting of features, is associated with each unit. The map attempts to represent all the available observations with optimal accuracy using a restricted set of vector documents. At the same time the vector documents become ordered on the grid so that similar vector documents are close to each other and dissimilar documents far from each other. A sequential regression process usually carries out fitting of the document vectors. In our approach, with the text document from high dimensional input data is finally reduced to a 2-dimensional map of similar documents pattern with different clusters formed from the SOM training process. [8][9].

The data set used was 7000 files, which were grouped into 20 sets taken from 20 Newsgroup dataset. These 20 categories were stored in a directory named trainset. The implementation was carried out using Java language. The process of classification of documents was carried out in
3 phases.

The first phase is document preprocessing in which the stop words removal, stemming of words, document representation carried on. The second phase is the training process in which learning algorithm was used to build the clusters of documents that are similar. The third phase is the test phase in which a document is classified and the weights of neighboring units are updated.

V. RESULTS AND CONCLUSION

Experiment result:

<table>
<thead>
<tr>
<th></th>
<th>Total Input files</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>350</td>
</tr>
<tr>
<td>Mapping time(s)</td>
<td>91</td>
</tr>
<tr>
<td>No. of files to test</td>
<td>75</td>
</tr>
<tr>
<td>Time taken(s)</td>
<td>39</td>
</tr>
<tr>
<td>Accuracy(%)</td>
<td>57</td>
</tr>
</tbody>
</table>

With the above results we can analyze that the following:
1) By training more number of documents the mapping time is reduced.
2) The accuracy for testing a file for classification can be enhanced if the number of trained documents is large.
3) The percent of accuracy to classify and cluster a document grows with more number of trained documents.

The Web has become the largest source knowledge repository. Extracting information and building knowledge from extracted information efficiently and effectively is becoming increasingly important for various reasons. As popularity of the web continues to increase, there is a growing need to develop tools and techniques that will help improve its overall usefulness.
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