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Abstract—Immunodeficiency viruses incur the lack of ability to fight against pathogens and weaken one’s immune system. They all belong to a genus lentivirus. Since these viruses do reverse transcription that lacks normal proofreading of DNA transcription, they mutates very often. The materials used in the research include several viruses which could be mutated from common ancestor; they are SIV, HIV, BIV, and FIV. Focusing on the four viruses, we conducted two main experiments using their RNA sequences by munitclass SVM; for one, analysis of genetic properties by identifying each one’s structures. For two, comparison of the structural relationship between a couple of viruses after setting six subsets from four. In the first one, the structure of all the four immunodeficiency viruses presented nonlinearity. In the second one, the structural relationship between SIV and FIV was nonlinear (RBF function) with extraordinarily high accuracy. While all viruses showed nonlinear structures, comparison of SIV and FIV verified us their genetic relationships of nonlinearity. The genetic similarity of the four viruses supports a notion that they are rooted from a common ancestor.

Index Terms—Immunodeficiency virus, mutation, structural relationship, support vector machine (SVM), nonlinear, common ancestor.

I. INTRODUCTION

Immunodeficiency is literally, a state in which the ability of an immune system is compromised or completely absent. Most cases of immunodeficiency is acquired (opposite to innate) by immunosuppressive agents, pathogenic bacteria or viruses. Also, certain diseases directly or indirectly cause immunocompromised state that a person has got his immune system weakened [1]. These diseases include Acquired Immunodeficiency Syndrome (AIDS) and cancer (especially developing from bone marrow or blood cells) [2].

Particularly, diseases caused by retroviral infections are generally hard to cure or entirely incurable. The incurability is mainly derived from the virus’s own feature of highly frequent mutations caused by reverse transcription, a completely reverse process to usual DNA transcription. Retroviruses use reverse transcriptase (RT) to convert RNA to DNA for replications [3]. Since this procedure is extremely unstable and error-prone, and these properties lead to DNA for replications [3]. Since this procedure is extremely unstable and error-prone, and these properties lead to incurability and drug resistance [4].

‘Lentivirus’ is a genus of viruses and belongs to family Retroviridae. The prefix ‘Lenti’ comes from the Latin for “slow.” Slow incubation period makes this genus of viruses special from other retroviruses [5]. The species include HIV, SIV, and visna.

This research focuses especially on immunodeficiency viruses, all belonging to genus lentivirus. Human Immunodeficiency Virus (HIV), known to cause AIDS, is believed to have origin nated through the evolution of Simian Immunodeficiency Virus (SIV). Including these, we chose four immunodeficiency viruses, HIV, SIV, BIV (bovine-), and FIV (feline-). We expected that these viruses would show common characteristics in its genetic structures and properties. Hence, the research is mainly based on this hypothesis, done by analyzing their DNA sequences using Support Vector Machines.

II. MATERIALS AND METHODS

A. Virus

HIV-1(Human immunodeficiency virus type 1) is the most well-known among all lent viruses and as mentioned above, brings AIDS to human being [6], [7]. Victims of AIDS experience progressive failure of an immune system, especially the loss of function of helper T cells, and the body grows vastly vulnerable to other infectional diseases. HIV is roughly spherical in structure with a diameter of 120 nm, relatively big from other viruses [8], [9]. It is composed of 2 copies of positive single-stranded RNA, and each single-stranded RNA is covered with nucleocapsid proteins, p7, and enzymes needed for the development of the virion. Unlike others, HIV shows fast replication cycle, with a generation of about 10\textsuperscript{10} virions every day, and this results in very high genetic variability [10], [11].

Simian immunodeficiency viruses (SIVs) can infect at least 45 species of non-human primates [12], [13], and it is notable that SIV sooty mangabeys (SIVsmm) and SIVchimpanzees (SIVcps) are to have crossed the species barrier and evolved to HIV. The virus is distinguished from other viruses in some part [14]. SIV and related retroviruses have variants of the protein TRIM5α in humans and non –human primates. APOBEC3G/3F is also an important protein in restricting cross-species transmission.

Bovine immunodeficiency virus (BIV), with size of 110-130nm in average, fatally damages the immune system of a cattle [15]. It can be easily transmitted by the exchange of bodily fluids. Lymphocytes, monocytes and macrophages are mainly infected by the virus. Accordingly, leukocytosis and lymphadenopathy are its early infection symptoms [16]. Most symptoms of BIV infection are similar to those of AIDS. Since it can affect non-dividing cells, the virus can be used in gene therapy. Also, as a non-primate virus, it does not
damage human cells and property enables BIV a safer method for gene therapy [17].

**Feline immunodeficiency virus (FIV)** affects the immune system of feline species including a cat and causes AIDS-like syndrome [18], [19]. Similar to HIV [20], FIV infects many immune cells including CD4+ and CD8+ T lymphocytes, B lymphocytes, and macrophages, crucially leading CD4+ T lymphocytes(or T-helper cells) to debilitate and diminish, which play an important role in activating other immunocytes. As the virus progresses, its enveloping glycoproteins interacts with the receptors of the target cells, binding to the receptor CD134 on the host cell. This interaction brings about the fusion of viral and cell membrane, and the viral RNA transfers into the cytoplasm. This is followed by reverse transcription and integration into the cell genome, resulting in the infection of FIV [21].

**B. SVM (Support Vector Machine)**

Support vector machines (SVM) are supervised learning models including algorithms that analyze data, recognize patterns, and these results are used for classification [22]. Basically, SVM implements prediction of data by learning how to classify two types of data. When different data sets are given, the SVM finds a hyperplane that efficiently classifies the data sets. By analyzing the data set, several hyperplanes that divide the data can be found. To find the most accurate hyperplane, the SVM finds the one that produces the largest margin between different data sets, since larger margin leads to low generalization error of the classifier. For example, in Fig. 1 and 3 hyperplanes are presented. \( H_1 \) does not effectively classify the data, and \( H_2 \) produces smaller margin compared to \( H_3 \). \( H_3 \) accurately divides the data into two, and it produces the largest margin between them, so it will be considered as the maximum-margin hyperplane, which will be the most reasonable classifier for these data sets. The two opposite-side-located samples which are the closest to the maximum-margin hyperplane and thereby used for calculating margin are called support vector. In Fig. 1, two samples in square boxes each are support vectors of SVM.

At first, linear SVM was used to classify the data, but it was soon realized that few data could be separated with linear method [24], [25]. Accordingly, accurate non-linear classification method was required, and the kernel method was adapted to SVM to solve the problem. Using kernel functions, inputs are mapped into higher dimensional spaces so that data can be linearly separated into two different spaces by new hyperplanes, which may be nonlinear in the original input space. Fig. 2 shows the simple example of how these kernels function, separating nonlinear data in a linear way. Furthermore, Fig. 3 explains the way how using radical basis function kernel (RBF kernel) enables data to be separated linearly in 3-dimension space, which was not able to be linearly classified in 2-dimension space. After the utilization of mapping method using various kernel functions in SVM, SVM could be an effective algorithm to perform non-linear classification.

Including RBF kernel, the most commonly used kernels in SVM are normal sigmoid and polynomial kernel. To simply introduce them, below are the definitions of each kernel;

**Normal kernel:**

\[
k(x, y) = x^T y + c
\]

**Sigmoid kernel (also known as hyperbolic tangent kernel):**

\[
k(x, y) = \tanh(ax^T y + c)
\]

**Radical basis function kernel (also known as RBF kernel, Gaussian kernel):**

\[
k(x, y) = \exp\left(-\frac{\|x - y\|^2}{2\sigma^2}\right)
\]

**Polynomial kernel:**

\[
k(x, y) = (ax^T y + c)^d
\]
III. EXPERIMENT

In this paper, multi-class support vector machine (SVM\(^{\text{multiclass}}\)) is used, which uses the multi-class formulation [26]. For all experiments, 10-fold cross-validation was adopted for higher accuracy, and three kernel functions were used for classification; Normal, RBF, and Polynomial. The data was divided into 10 different sets. One data set was used as a test data, and others were considered as training data sets, and the models were trained with these. Thus, 10 data sets were all used as test data for one time respectively, thus 10 experiments were made.

The Fig. 4 is the result of classification using SVM\(^{\text{multiclass}}\). For each window, 10 experiments were done. The number of support vectors used to classify the data and the percentage of average loss on test set were all different in each experiment. Thus, we looked for the average value of them and made charts. Fig. 4 is the result of the analysis, and y-axis represents the average values in percentage terms.

The result shows that the number of support vectors used by SVM\(^{\text{multiclass}}\) is relatively low when RBF kernel was implemented, compared to results derived by the implementation of normal and polynomial kernel. Furthermore, the average loss on test sets was also low with RBF kernel. The loss refers to the discordance with the kernel. Therefore, high percentage of loss with certain virus does not accommodate the overall structure of it. In Fig. 4 overall, RBF kernel produces the smallest loss percentage while other kernels produce high percentage of average loss. By applying the characteristics of each kernel to this result values, it can be inferred that the overall structure of the viruses present nonlinearity.

Since multiclass SVM collects all the data given and produces the result using them, there is a possibility that all the data is mixed, making the process become error-prone. Therefore, to identify the structural relationship in a deeper level, 6 different datasets comparing two different viruses were made; they are (HIV-1, SIV), (HIV-1, BIV), (HIV-1, FIV), (SIV, BIV), (SIV, FIV), and (BIV, FIV). SVM was used to find the structural relationship between two viruses. The results are in Fig. 5 and Fig. 6 below.

This chart indicates the relationship between two viruses (total 6 couples). Their RNA sequences were analyzed in 5 window with 3 different kernel functions. Fig. 5 shows the result of analysis of RNA sequences in 5 window. The y-axis in the chart (Fig. 5) indicates classification accuracy between two viruses, using three kernel functions.
different kernel functions. The results were analyzed in percentage terms. Other than any two couples, a relationship between SIV and FIV classified with RBF function shows extraordinarily high accuracy. This validates the unique characteristics of RBF function, presenting that RNA sequences of SIV and FIV are quite similar to the shape of Gaussian function, therefore “non-linear.” Moreover, the lower the number of window is, the higher the classification accuracy goes. Compared to the analysis in the data divided into 7 and 9 window, 5 window would perform with advanced credibility.

In the analysis in 7 window, there was no conspicuous difference from that in 5 window, showing that classification accuracy between SIV and FIV was far above the average (data not shown).

The outcome from 9 window revealed a dissimilar tendency. The classification accuracy in all couples was measured high in only RBF function. This result is in fact, quite opposite to the previous. According to the fact that classification accuracy of SIV/FIV was significantly higher than any other couples, the accuracy value of SIV/FIV here analyzed in 9 window shows relatively lower accuracy than other couples of RBF function (the black one). This disparity is due to the difference in classification performance of each window. As mentioned earlier, higher number of window represents inferior quality of classification accuracy. Hence, the close relationship between SIV and FIV disproves the result presented in Fig. 6.

IV. CONCLUSION AND DISCUSSION

We used multiclass support vector machine to understand the overall genetic structural tendency among 4 retroviruses, HIV, SIV, BIV, and FIV. The result of the experiment revealed the lowest percentage of average loss on the test set when RBF (Gaussian) kernel was used, and the number of support vectors was also the lowest. If the average loss percentage is high, it means that the data cannot be separated accurately. Since the average loss percentage of normal or polynomial kernel with exponent 1 was high enough, it can be inferred that the overall structure for immunodeficiency viruses is not linear. Conversely, as the loss value of RBF kernel was relatively low, it is obvious that the virus shows strong non-linearity.

We’ve done further experiments to gain deeper understanding of the structural relationship between the viruses. We divided the viruses into 5, 7, 9 windows and made 6 sets of data containing 2 different viruses, and applied normal, RBF, and polynomial kernel to compare the structures. The result showed low accuracy, lower than 70 percent, for classification by most applied kernels. When the amino acid sequences of each virus was divided into 5 window, only SIV and FIV was accurately divided when RBF kernel was used, and for 7 window, HIV-1 and SIV with normal kernel and polynomial kernel. Exceptionally, when the sequences were divided into 9 window, in all cases, the accuracy for classification was above 80% when RBF kernel was applied. Yet, in the experiment with 9 window, there lay a high possibility of error since the number of components in each unit get bigger. Thus, SIV and FIV could show evident difference in structure even they both have strong non-linearity.

As the SVM acts as a classification model, it cannot classify correctly if the different data sets are extremely similar. Considering this fact, the result of the experiment proves the similarity in structure of all immunodeficiency viruses. In the field of classification, the accuracy of 50% is considered very low, which means that the classification couldn’t be done with ease. In the experiment, most of the kernels showed around 50% in accuracy. Even when polynomial was used with exponent 2 kernel to compare HIV-1 and SIV, the accuracy didn’t show conspicuous difference (data not shown). This strongly supports the assumption that HIV and SIV would show similarity in structure. In conclusion, the experiment represents that all immunodeficiency viruses might have similar genetic structure. This notion especially supports the fact that SIVsmm in sooty mangabeys and SIVcpz chimpanzees served as transmitter of the virus to human species, resulting in mutation to HIV-1 and HIV-2. Furthermore, all immunodeficiency viruses might be derived from common virus due to its structural and functional similarities.
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