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Abstract—Tuberculosis (TB) remains one of the leading health problems in the Philippines. Although curable, many Filipinos cannot afford the cost of treatment. Furthermore, the free services offered by the public health centers are insufficient to attend to the medical needs of those seeking help. In this paper, the researchers present the system that can assist doctors, nurses and health workers in diagnosing tuberculosis using techniques in machine learning through applying ID3 algorithm. Interviews with several experts in the field of TB were conducted in order to gather data that were used to populate the system’s knowledge base. Test result show that the system is capable of prescribing treatments based on the patient’s data and tracking the progress of the patient based on his/her prescribed treatment.

Index Terms—Diagnostic, machine learning, tuberculosis, treatment.

I. INTRODUCTION

According to the World Health Organization, in 2012, “the largest number of new TB cases occurred in Asia, accounting for 60% of new cases globally [1], with that the Philippines belong to the countries with high Tuberculosis cases. As of April 2012, Ms. Nadal cited in his article that the Philippines carry the 9th largest burden of Tuberculosis in the world. She further stated that in the 2010 data it showed that approximately 390,000 Filipinos have Tuberculosis, and 75 people die daily from this disease [2]. “Tuberculosis (TB) is a common lethal, infectious disease caused by various strains of bacteria, usually Mycobacterium tuberculosis” defined by Tim Sandle [3]. It typically attacks the lungs, which later on affect other parts of the body. It spreads through the air when people with active TB infection cough, sneeze, or otherwise transmit their saliva through the air [4]. Most infections are asymptomatic and latent, only one, out of ten latent infections eventually progresses to active disease which, if left untreated, kills more than 50% of those infected [5].

In Bacoor, Cavite, the case of TB is increasing. In 2010, there were 404 TB cases recorded. The following year, there were 589 TB cases recorded. In 2012, according to Dr. San Luis of the Health Center in Panapaan 1 Bacoor, Cavite, by the end of the year there would be an estimated of 600 plus cases of TB in Bacoor. TB is curable, however not all of the patients can afford the medicine for it. Because of that, people go to the nearest public health center for open service. However, based on the observations and interviews conducted by the researchers in Bacoor Cavite, the number of health professionals does not suffice the need of patients. A doctor cannot also focus with one patient since he/she needs to attend to the massive number of patients registered during that day. Further, when the doctor is not around, the nurse and health workers take over in diagnosing and treating the patients by referring to the doctor’s module which consumes more time. The accuracy of diagnosis, generating and administering treatment schedule of regimen are also some of the problems encountered.

In this paper, the researchers explored the use of machine learning techniques to provide support to doctors, nurses and health workers in diagnosing and prescribing treatment to people with TB. machine learning is a branch of Artificial Intelligence that focuses on algorithms and methods to allow a computer to learn through examples by capturing characteristics of interest based on underlying probability distribution [6].

Machine learning has the same concept as Expert system; it can imitate the capabilities of a human expert. It can make an automated decision based on the knowledge base inputted by the domain expert. Because human expertise is not always available or sufficient to address the needs of the community, a diagnostic software using machine learning can be used as a substitute to the human expertise. As stated on the work of Co [7], that this expert system serves as solutions or repeatedly solving problems. Further, the study of Bautista-Navarro [8] and group motivates the researchers in using 2 major components of an expert system: knowledgebase database and inference engine which contain rules in making decisions. In addition, the study named THESSA [9] uses Database Management System to store and track records in which the researcher also take full advantage of. Just like the researcher’s study, it also uses Expert system in processing schedules and selecting appropriate persons.

II. SYSTEM OVERVIEW

Fig. 1 shows the architectural design of the system. Diagnosing a TB case proceeds as follows. First, patient information consisting of the basic details (name, address, age, height, weight) are fed to the system. Signs and symptoms are also provided, including the sputum examination, the classification of TB, and the patient type. These inputs are needed in order to determine the type of
The system determines the possible types of TB by comparing the inputs with the data stored in the knowledge base. Once the type has been identified, the system suggests a possible treatment, which include the medicine and the schedule to intake the medicine.

This study aims to assist and unburden the doctors, nurses, and staffs of medical center. Part of the study is the creation of machine learning and how artificial intelligence is applied in diagnosing and treating Tuberculosis. “Artificial intelligence (AI) is a branch of computer science concerned with making computers behave like humans” [10].

The study focused on machine learning that gain knowledge through supervised learning. Supervised learning, imply that an expert is present to define correct and incorrect responses [11]. The machine learning in this study focuses on automated decision, based on recognized information in the knowledgebase of the system. The information gathered in this study will be limited only in Bacoor, Cavite particularly in the Health Center of Panapaan 1 Bacoor, Cavite. Furthermore, the system can only be used by the doctors and staffs of the health center.

This study covered the aspects of TB based on the doctor’s module. Currently, there are two (2) classification of TB namely: Pulmonary, which happens in the lungs and Extra pulmonary, which happens in other parts of the body with the exception of lungs. In order to cure these types of TB, doctors prescribe a treatment regimen to the patient. A treatment regimen is a set of schedule and medicine for the patient to follow. There are 3 types of treatment regimen, Category 1 regimen which is prescribed to new patients with positive smear findings or to new patients with extra pulmonary TB. Category 2 regimen, which is prescribe to previously treated patients. And Category 3 regimen, which is prescribe to new patients with negative smear findings, pulmonary TB, and with minimal parenchymal lesions on chest x-ray.

The specialists interviewed in this study are the doctors of Health Centers with Direct Observe Treatment Short Course (DOTS) facility in Bacoor, Cavite. A health center with DOTS facility is specially designed for treating patients with TB. They are Doctor San Luis the City Health Officer, Doctor Michael Angelo Marques of DOTS 1 Facility, and Doctor Grace Aceron of DOTS 2 Facility.

III. CONCEPT OF THE STUDY

This study uses the concept of supervised learning, decision trees, database for knowledge-based learning, and ID3 Algorithm.

The need to provide faster and easier access to users and managing complex data are objectives of database [12] that the researcher took advantage of in developing the system for the this study.

Another concept used in the study is the supervised learning which implies that an expert is present to input a set of training data. The training data contains both a predictor (independent variable) and target (dependent variable) whose value is to be estimated. Through the process of supervised learning, it can predict the value of the target variable based on the predictor variables [12].

Decision Trees is one of the most intuitive and practical methods for supervised learning. A decision tree is the result of a classification process in which the source data is reduced into a predictor tree that represents a set of if/then/else rules. The advantages of decision trees is that they are very fast (tend to classify in fewer decisions than the features of the data set) and are also easy to interpret.

Further, the core algorithm for building decision trees called Iterative Dichotomiser 3 (ID3) Algorithm by J. R. Quinlan which employs a top-down, greedy search through the space of possible branches with no backtracking. ID3 uses Entropy and Information Gain to construct a decision tree [13], [14].

The ID3 algorithm can be summarized as follows:

- Take all unused attributes and count their entropy concerning test samples.
- Choose attribute for which entropy is minimum (or, equivalently, information gain is maximum)
- Make node containing that attribute.

Entropy is used to calculate the homogeneity of a sample. If the sample is completely homogeneous the entropy is zero and if the sample is an equally divided it has entropy of one. Further, Entropy is used to determine which node to split next in the algorithm. The higher the entropy, the higher the potential to improve the classification.

The formula for computing the Entropy using the frequency table of one attribute is shown in (1):

\[ E(S) = p_1 \log_2 p_1 - p_2 \log_2 p_2 - \ldots - p_n \log_2 p_n \]  

where: 
- \( p_1 \) set of samples (e.g. \( p_1 = \text{no. of yes/ total no. of set} \))
- \( p_2 = \text{no. of no/total no. of set} \)
- \( S \) is the sample of attribution.

While, Entropy using the frequency table of two attributes may be computed as seen in (2):

\[ \text{Entropy} (T, X) = \sum_{c \in \chi} P(c) E(c) \]  

where: 
- \( P(c) \) = average of the sample.
- \( E(c) \) = entropy of the sample.

The information gain is based on the decrease in entropy after a dataset is split on an attribute. Constructing a decision tree is all about finding attribute that returns the highest information gain. The attribute with the largest information gain is used as the decision node of the decision tree.

Equation (3) shows formula for Information Gain:

\[ \text{Gain} (T, X) = \text{Entropy} (T) - \text{Entropy} (T, X) \]
The following information is used as a test data in the proposed system’s ID3 algorithm:

The gathered test data are from the doctor’s TB module provided by Doctor San Luis III. By using these test data in the algorithm, the ID3 recognizes similar patterns and generates the following conditions:

R1: If (Type of Patient = Others) Then Treatment = Category 2
R2: If (Type of Patient = Relapse) Then Treatment = Category 2
R3: If (Type of Patient = Return After Default) Then Treatment = Category 2
R4: If (Type of Patient = Treatment Failure) Then Treatment = Category 2
R5: If (Type of Patient = New) AND (Type of Smear = Smear Positive) Then Treatment = Category 1
R6: If (Type of Patient = New) AND (Type of Smear = Smear Negative Extensive) Then Treatment = Category 1
R7: If (Type of Patient = New) AND (Type of Smear = Smear Negative Minimal) AND (Type of TB = Pulmonary) Then Treatment = Category 3
R8: If (Type of Patient = New) AND (Type of Smear = Smear Negative Minimal) AND (Type of TB = Extra Pulmonary) Then Treatment = Category 1

From the conditions generated from the ID3 algorithm, the resulting decision tree is shown in Fig. 2.

To compute for the entropy of the variable Treatment, (4) will be used.

\[
\text{Entropy}(S) = \sum -P_i \log_2 P_i
\]  

where: \(p\) set of samples, 
\(p_1\) = no. of records for each type/ total no. of records. 
\(p_2\) = no. of no/total no. of set. 
\(S\) is the sample of attribution.

Based on Table I, treatment falls on three categories. Further, there are five occurrences of Category 1, four of Category 2 and one of Category 3. Hence, the formula may be expounded to (5). Substituting these values to the variable Pi the following will be computed (6), (7), (8), (9):

\[
\text{Entropy(Treatment)} = \text{Entropy (5,4,1)}
\]

\[
\text{Entropy(Treatment)} = -(5/10 \log_2(5/10)) - (4/10 \log_2(4/10)) - (1/10 \log_2(1/10))
\]

\[
\text{Entropy(Treatment)} = -(0.5 \log_2(0.5)) - (0.4 \log_2(0.4)) - (0.1 \log_2(0.1))
\]

\[
\text{Entropy(Treatment)} = 0.5 + 0.53 + 0.33 = 1.36
\]

Therefore, the Entropy for Treatment is 1.36 shown in (9). Test data comprises of Types of Patient, Type of TB and Type of Smear. The following equation (10) (11) (12) are the
To get the Entropy of each type, we will follow the (13)
\[
\text{Entropy}(T, X) = \sum P(c)E(c)
\]
where: \( T = \text{Treatment} \); \( X = \text{Type of Patient or Type of TB or Smear} \)

To compute for the Entropy of Treatment for each Type of Patient, we first have to compute for the entropy of each Patient and we will follow the (4)
\[
\text{Entropy}(\text{New}) = \text{Entropy}(5,0,1) = (-[(5/6)\text{log2}(5/6)] + 
-[(0/6)\text{log2}(0/6)] + -[(1/6)\text{log2}(1/6)]
\]

There are five occurrences of New Patient under Category 1, zero instances under Category 2 and 1 occurrence under Category 3. Substituting the values shown in (14) will give us 0.39 value. While for other types of patients such as Others, Relapse, Return after Default and Treatment Failure has zero instances of Category 1, one instance of Category 2, and zero instance of Category 3 which yields to 0.00 result.

Table II summarizes the Entropy and Result of all Type of Patients.

The Entropy for the Treatment of different type of Patient is shown in (15), (16) and (17)

\[
\text{Entropy}(\text{Treatment}, \text{Type of Patient}) = P(\text{New}) \times \text{Entropy}(5,0,1) + P(\text{Others}) \times \text{Entropy}(0,1,0) + P(\text{Relapse}) \times \text{Entropy}(0,1,0) + P(\text{Return After Default}) \times \text{Entropy}(0,0,1) + P(\text{Treatment Failure}) \times \text{Entropy}(0,0,1)
\]

Following the same formula (4) for each variable \( X \), the following will be the result (shown in Table III).

\[
\text{Entropy}(\text{Treatment}, \text{Type of Patient}) = 0.39 + 0 + 0 + 0 + 0 \quad \text{(16)}
\]

\[
\text{Entropy}(\text{Treatment}, \text{Type of Patient}) = 0.39 \quad \text{(17)}
\]

The Entropy for the Treatment of different type of TB is shown in (18) (19) and (20).

\[
\text{Entropy}(\text{Treatment}, \text{Type of TB}) = P(\text{Pulmonary}) \times \text{Entropy}(2,1,1) + P(\text{Extra Pulmonary}) \times \text{Entropy}(3,3,0)
\]

\[
\text{Entropy}(\text{Treatment}, \text{Type of TB}) = 0.6 + 0.6 \quad \text{(19)}
\]

\[
\text{Entropy}(\text{Treatment}, \text{Type of TB}) = 1.2 \quad \text{(20)}
\]

While for the Type of Smear, the same formula (4) will be used. Table IV shows the summary of result.

\[
\text{Entropy}(T, X) = \sum P(c)E(c)
\]

where: \( T = \text{Treatment} \); \( X = \text{Type of Smear} \)

\[
\text{Entropy}(\text{Smear Positive}) = P(\text{Smear Positive}) \times \text{Entropy}(2,2,0) + P(\text{Smear Negative Extensive}) \times \text{Entropy}(2,1,0) + P(\text{Smear Negative Minimal}) \times \text{Entropy}(1,1,1)
\]

\[
\text{Entropy}(\text{Smear Positive}) = (4/10) \times [-(2/4)\text{log2}(2/4)] + -(2/4)\text{log2}(2/4)] + - [(0/4)\text{log2}(0/4)]
\]

\[
\text{Entropy}(\text{Treatment}, \text{Type of Smear}) = 0.4 + 0.28 + 0.48 \quad \text{(23)}
\]

\[
\text{Entropy}(\text{Treatment}, \text{Type of Smear}) = 1.16 \quad \text{(24)}
\]

Moving forward, getting the Information gain of each type of Entropy, equation (25)

\[
\text{Gain}(T, X) = \text{Entropy}(T) - \text{Entropy}(T, X)
\]

\[
\text{Gain}(\text{Treatment}, \text{Type of Patient}) = \text{Entropy}(\text{Treatment}) - \text{Entropy}(\text{Treatment}, \text{Type of Patient})
\]

\[
\text{Gain}(\text{Treatment}, \text{Type of Patient}) = 1.36-0.39 \quad \text{(26)}
\]

\[
\text{Gain}(\text{Treatment}, \text{Type of Patient}) = 0.97 \quad \text{(27)}
\]

Table V shows the summary of the computed Information Gain.

\[
\text{Entropy}(\text{Treatment}, \text{Type of TB}) = 1.36 \quad \text{Result}
\]

\[
\text{Entropy}(\text{Treatment}, \text{Type of Smear}) = 1.36 \quad \text{Result}
\]
Note: The largest information gain will be the base node, if a certain type has same values then the result is the possible same values as leaf node else get the next largest value to be part as root node.

The reason why researchers used the ID3 algorithm is that they will use it to determine what kind of treatment will be given to the patient. It will be based on the type of patient, type of smear and type of tuberculosis. Also by using the ID3 algorithm, there is a proof that the system is learning as it will generate its own decision trees based on the user inputs.

IV. SUMMARY AND FINDINGS

To validate the correctness of the system in diagnosing and prescribing treatments, a group of doctors, nurses and midwives from the health center of Panapaan 1 Bacoor, Cavite participated. Survey questions were administered to gather the respondents’ feedback regarding the system. There were 10 respondents in all, 3 of which are doctors, 2 are nurses, and 5 are midwives.

The survey is composed of 11 questions, answerable by 5 levels of ratings namely: Outstanding, Very Satisfactory, Satisfactory, Needs Improvement and Poor. The questions are divided into three (3) categories namely: Usability, Reliability and Security. Respondents were asked to evaluate the program’s performance based on their experience in using the program. The respondent is required to choose only one among of the 5 ratings. Comments and suggestions were also provided at the bottom of the questionnaire.

Usability section pertains to the system’s user interface, presentation of data, generation of reports, ease of use of the system, and efficiency of program. Reliability section contains the system’s effectiveness with regard to decision making, consistency of data, and accuracy report. Finally, the Security category covers how well the system protects the patient records, accounts and the knowledgebase of the system.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Overall Rating (Arithmetic Mean)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Usability</td>
<td>4.54</td>
</tr>
<tr>
<td>Reliability</td>
<td>4.76</td>
</tr>
<tr>
<td>Security</td>
<td>4.63</td>
</tr>
<tr>
<td>Total Average</td>
<td>4.64</td>
</tr>
</tbody>
</table>

In Terms of Usability, the system received an average score of 4.54. This means that any type of user with different computer learning ability and skills can use the system effectively and efficiently.

The system received an average score of 4.76 in terms of Reliability as a decision making tool. The generated diagnosis and patient treatment schedule is reliable and this can make use full advantage of it to monitor religiously the different types of patients.

While in terms of Security, the system received an average score of 4.63. This means that even though there are several users who can access the system, the user level are properly imposed with different access rights to each modules of the system.

Table VI shows the Overall Rating per Attribute as well as the Total Average Mean of 4.64 was gained.

V. CONCLUSIONS

In conclusion, the authors of this study were able to create a machine learning software on diagnosing and treating TB by applying artificial intelligence. The researchers were able to gather information on diagnosing and treating TB by conducting an interview with the experts in the field of TB. With the information they have learned from the TB experts, they are able to apply it in the knowledgebase of the system. Thus, in developing this program, the rapid prototyping [15], [16] approach is applied wherein the researchers must continually consult with the TB expert and check if the system meets the requirements.

Test Result shows that the system got an overall average rating of 4.64 which means that the system is effective and efficient in terms of Usability, Reliability and Security.

Based on the comments received by the researchers from the experts of TB, a software in diagnosing and treating TB can speed up the work of the user in diagnosing and treating TB as it can help them decide faster and unburden their works. However, in order to use this program the user must have at least a basic knowledge in TB.

Finally, more tests must be conducted to ensure program constancy. Preferably, these tests must be conducted in an actual environment that is to all health centers of Bacoor, Cavite. The trial phase should run for at least a month to identify and fix all possible problems of the software.

In conclusion, the authors of this study were able to create a machine learning software on diagnosing and treating TB by applying artificial intelligence. The researchers were able to gather information on diagnosing and treating TB by conducting an interview with the experts in the field of TB. With the information they have learned from the TB experts, they are able to apply it in the knowledgebase of the system. Thus, in developing this program, the rapid prototyping [15], [16] approach is applied wherein the researchers must continually consult with the TB expert and check if the system meets the requirements.

Test Result shows that the system got an overall average rating of 4.64 which means that the system is effective and efficient in terms of Usability, Reliability and Security.

Based on the comments received by the researchers from the experts of TB, a software in diagnosing and treating TB can speed up the work of the user in diagnosing and treating TB as it can help them decide faster and unburden their works. However, in order to use this program the user must have at least a basic knowledge in TB.

Finally, more tests must be conducted to ensure program constancy. Preferably, these tests must be conducted in an actual environment that is to all health centers of Bacoor, Cavite. The trial phase should run for at least a month to identify and fix all possible problems of the software.
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